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tion. Sufficient conditions on the stabilizers are obtained. A complete descrip-
tion of a one-parameter family of such stabilizers is given which includes a
precise behaviour of the spectrum of the associated operators. These abstract
results are applied to thermoelastic systems.

AMS (MOS) subject classification : 35B40, 35M10, 35L05, 35L70,
93C15,93C20.

1 Introduction, preliminaries, main results.

Let X and Y be two Hilbert spaces and A, B and C unbounded operators, with
dense domains, acting on X, from Y to X and on Y respectively. We consider
the system:





u′′(t) + Au(t) = Bw(t) t > 0

w′(t) + Cw(t) = −B∗u′(t) t > 0

u(0) = u0, u′(0) = v0, w(0) = w0

(1)
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where B∗ is the adjoint operator of B. If A is a positive selfadjoint operator,
our aim is to find sufficient conditions on B and C which insure the uniform
stability of the preceding system in the space H = D(A

1
2 ) × X × Y . Usually,

to stabilize (uniformly) the first equation of the system, one looks for static
feedbacks as is done in [6], [7], for example (see also references therein). Our
problem can be seen as the search of dynamical stabilizers for the first equation.

Throughout, we will assume two kinds of hypothesis. The first one will
insure the semigroup property for system (1) (assumption (H1)). The second
will insure the uniform (exponential) stability for the semigroup solution of (1)
(assumption (H2)).

(H.1) (i) A (resp. C) is a self-adjoint operator on a Hilbert space X (resp.
Y ), strictly positive, with dense domain D(A) (resp. D(C))and compact resol-
vent R(λ,A) (resp. R(λ,C));

(ii) B is an operator from Y to X such that:

D(C) ⊂ D(B) (2)

and is C-bounded.
(iii) There exists a > 0 such that

‖ A−
1
2 BC−

1
2 w ‖X≤ a||w||Y ∀w ∈ D(C

1
2 ); (3)

(vi)
(D(A

1
2 ) ∩D(B∗)) = X

In the sequel, H = D(A
1
2 )×X×Y will be equipped with the inner product:







u
v
w


 ,




f
g
h





 =

(
A

1
2 u,A

1
2 f

)
X

+ (v, g)X + (w, h)Y

and the induced norm will be denoted by ||.||. System (1) can be equivalently
written: {

Y ′(t) = LY (t) t ∈ R+

Y (0) = Y0
(4)

L =




0 I 0
−A 0 B
0 −B∗ −C


 (5)

D(L) = D(A)× (D(A
1
2 ) ∩D(B∗))×D(C)

and
Re(LY, Y ) = − (Cw,w)Y ≤ 0 (6)
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for all Y =




u
v
w


 ∈ D(L).

L is dissipative with dense domain in H thus L is closable (see [ 14], Theorem
4.5, p. 15). The previous assumptions allow to prove that range of I − L is
dense in H so, by the Lumer-Phillips theorem (see [14], Corollary 4.4,p. 15),
L, the closure of L, generates a strongly continuous semigroup of contractions
S

L
(t) on H. In all what follows, L will be denoted by L.
(H.2)
(i) B∗ is invertible ((B∗)−1 ∈ L(X, Y )) and

‖ (B∗)−1C
1
2 w ‖X≤ b||w||Y ∀w ∈ D(C

1
2 ); (7)

a and b being positive real constants.
(ii) There exist three positive constants c1, c2, c3 such that for all Y ∈ D(L)

|(Au, (B∗)−1w)X | ≤ c1

2α
||C 1

2 w||2Y +
α

2
(
c2||Y ||2 + (G(Y ), LY )

)
(8)

for all α > 0, where G is a function from H to L(H) which satisfies

||G(Y )|| ≤ c3||Y || ∀Y ∈ H (9)

In a previous paper (see [1,2]), we had already pointed out that the uniform
stability is not achieved, in general, if B is a bounded operator. Thus, the
assumption (H2) gives the ”order” of the unboundedness of B which will insure
uniform stability for the system (1).

The main result is then:

Theorem 1 Under the assumption (H), (SL(t)) is uniformly stable i.e. there
exist ω > 0 and M ≥ 1 such that:

‖ SL(t) ‖L(H)≤ Me−ω t ∀t ∈ R+ (10)

Moreover, ω can be estimated by (32).

A particular system of this kind is obtained if one takes X = Y , A = C and
B = Aα where α ∈ [0, 1]. Denoting by

Lα =




0 I 0
−A 0 Aα

0 −Aα −A


 ;

D(Lα) = D(A)×
(
D(Aα) ∩D(A

1
2 )

)
×D(A)

(11)

we show the following:
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Theorem 2 (i) The strongly continuous semigroup of contractions (Sα(t)) gen-
erated by Lα is uniformly stable if and only if α ∈ [ 12 , 1]. In this case, Sα(t)
satisfies (10) with ω = − sup Re σ(Lα), σ(Lα) being the spectrum of Lα.

Moreover

Pα =




1
2A2(α−1) + A1−2α + A−2α 1

2A−1 −A−α−1 + 1
2Aα−2

1
2I A1−2α + A−2α + A−1 A−α

−A−α + 1
2Aα−1 A−α 3

2A−1




is the unique positive, selfadjoint operator solution of

2<e (PαLαY, Y ) = − ‖ Y ‖2 ∀Y ∈ D(Lα)

and it is bounded if and only if 1
2 ≤ α ≤ 1 and

ω ≥ 1
2 ‖ Pα ‖L(H)

(ii) If α ∈ [0, 1
2 [, Sα(t) is strongly stable.

(iii) The semigroup Sα(t) is analytic if and only if 3
4 ≤ α ≤ 1.

(iv) The semigroup is compact if 1
2 < α ≤ 1.

This result makes more precise our remark on the ”order” of the unbound-
edness of B with respect to A and C.

Remark 1 In fact, one can consider the little more complicated particular sys-
tem corresponding to the operator

Lα,β =




0 I 0
−A 0 Aα

0 −Aα −Aβ


 ;

D(Lα) = D(A)×
(
D(Aα) ∩D(A

1
2 )

)
×D(Aβ)

with 0 ≤ α ≤ β and show that the associated semigroup (Sα,β(t)) is uniformly
stable on H if and only if

max (1− β, β) ≤ 2α ≤ 1 + β

Section 2 of this paper contains the proof of the first theorem and the method
used is based on finding a Lyapunov function for system (1). In the third section,
we prove THEOREM 2 by analyzing the spectrum of Lα and showing that it
is a spectral operator. In the fourth section, we show how these last results
provide direct proofs for the uniform stability of two models of thermoelastic
plates and allow an estimate for the decay rate of the energy.
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2 Proof of THEOREM 1.1

Let Y0 ∈ D(L) and Y (t) =




u(t)
v(t)
w(t)


 the corresponding solution of system (4).

We introduce the real function:

ρε(t) = ‖ Y (t) ‖2 −ε
α

2
F (Y (t))

+ε

(
(u(t), v(t))X + 6

(
w(t), B−1v(t)

)
Y

+
15
4
‖ C−

1
2 w(t) ‖2Y

)
(12)

for t ≥ 0 and F is a scalar differentiable function on H such that

F ′(Y ) = G(Y ) Y ∈ H

In a first step, we show that for sufficiently small ε > 0, there exists a constant
Dε > 0 such that:

d

dt
ρε(t) ≤ −Dερε(t) t ≥ 0 (13)

This inequality will imply that

ρε(t) ≤ e−Dεtρε(0) t ≥ 0 (14)

We end the proof by showing, in a second step, that for ε > 0 sufficiently small,
there exist two positive constants Mε and Nε such that:

Mε ‖ Y (t) ‖2≤ ρε(t) ≤ Nε ‖ Y (t) ‖2 t ≥ 0 (15)

from which we deduce the desired result by density.
Step 1: Differentiating (12), we obtain:

ρ′ε = 2Re (Y, Y ′)

+ε
(‖ v ‖2X +(u, v′)X + 6

(
w′, B−1v

)
Y

)

+ε

(
6

(
w, B−1v′

)
Y

+
15
2
<e

(
C−

1
2 w′, C−

1
2 w

)
Y
− α

2
d

dt
F (Y (t))

)
(16)

Using (6) and the two first equations of (1), we get:

ρ′ε = −2 (Cw,w)Y

+ε
(
‖ v ‖2X − ‖ A

1
2 u ‖2X +(Bw, u)X

)

+ε
(−6

(
Cw, B−1v

)
Y
− 6

(
B∗v,B−1v

)
Y

)
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+ε
(−6

(
(B∗)−1w, Au

)
X

+ 6
(
(B∗)−1w, Bw

)
X

)

+ε

(
−15

2
‖ w ‖2Y +

15
2

(
B∗v,−C−1w

)
Y
− α

2
d

dt
F (Y (t))

)
(17)

and after simplification

ρ′ε = −2 (Cw, w)Y + ε

(
−5 ‖ v ‖2X − ‖ A

1
2 u ‖2X −3

2
‖ w ‖2Y

)

+ε
(
(Bw, u)X − 6

(
Cw,B−1v

))
Y

+ε

(
−6

(
(B∗)−1w,Au

)
X
− 15

2
(
B∗v, C−1w

)
Y
− α

2
d

dt
F (Y (t))

)
(18)

Now, using inequality (3), one gets

|(Bw, u)X | =
∣∣∣
(
A−

1
2 Bw,A

1
2 u

)
X

∣∣∣

≤ a ‖ C
1
2 w ‖Y ‖ A

1
2 u ‖X (19)

In the same way, using inequality (7), one has
∣∣(Cw, B−1v

)
Y

∣∣ =
∣∣((B∗)−1Cw, v

)
X

∣∣

≤ c ‖ C
1
2 w ‖Y ‖ v ‖X (20)

From the inequality (8), we deduce that

|(Au(t), (B∗)−1w(t))| ≤ c1

2α
||C 1

2 w(t)||2Y +
αc2

2
||Y (t)||2 +

α

2
d

dt
F (Y (t)) (21)

Finally, using the C-boundedness of B ((H1)(ii))
∣∣(B∗v, C−1w

)
Y

∣∣ =
∣∣(v, BC−1w

)
X

∣∣

≤ d ‖ C
1
2 w ‖Y ‖ v ‖X (22)

where d = µ
− 1

2
1 ‖ BC−1 ‖L(Y,X), µ1 being the first eigenvalue of C.

The identity (18) and the estimations (19)-(22) give

ρ′ε ≤ −2
∥∥∥C

1
2 w

∥∥∥
2

Y
− ε

(
5 ‖v‖2X +

∥∥∥A
1
2 u

∥∥∥
2

X
+

3
2
‖w‖2Y

)

+ε

(
a

∥∥∥C
1
2 w

∥∥∥
Y

∥∥∥A
1
2 u

∥∥∥
X

+ (6c +
15
2

d)
∥∥∥C

1
2 w

∥∥∥
Y
‖v‖X

)

+6ε

(
c1

2α

∥∥∥C
1
2 w

∥∥∥
2

Y
+

αc1

2
‖Y (t)‖2

)
(23)
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Setting a1 = 6c + 15
2 d and using the following inequalities

‖ C
1
2 w ‖Y ‖ A

1
2 u ‖X≤ β

2
‖ A

1
2 u ‖2X +

1
2β

‖ C
1
2 w ‖2Y

‖ C
1
2 w ‖Y ‖ v ‖X≤ γ

2
‖ v ‖2X +

1
2γ

‖ C
1
2 w ‖Y (24)

β and γ being any positive real constants, we obtain from (23)

ρ′ε ≤
(
−2 + ε

(
a

2β
+

a1

2γ
+ 3

c1

α

))
‖ C

1
2 w ‖2Y

+ε

((
−5 +

a1γ

2

)
‖ v ‖2X +

(
−1 +

aβ

2

)
‖ A

1
2 u ‖2X −3

2
‖ w ‖2Y

)

+6ε
(αc2

2
||Y (t)||2

)
(25)

Choosing α = 1
6c2

, β = 1
2a , γ = 17

2a1
, and

ε <
34

17a2 + a2
1 + 306c1c2

inequality (25) becomes simply

ρ′ε ≤ −ε

4
‖ Y ‖2 (26)

Step 2: We prove now (15). One has

|(u, v)X | =
∣∣∣
(
A

1
2 u, A−

1
2 v

)
X

∣∣∣

≤ 1

2δ
1
2
1

(
‖ A

1
2 u ‖2X + ‖ v ‖2X

)
(27)

where δ1 > 0 is the first eigenvalue of A,
∣∣(w,B−1v

)
Y

∣∣ ≤ m
2

(‖ w ‖2Y + ‖ v ‖2X
)

(28)

where m is the continuity constant of B−1. From the definition of ρε (see (12))
and (9), (27)-(28), it is clear that with

D =
1

2δ
1
2
1 + m

2

+
c3

12c2

one has
(1− εD) ‖ Y ‖2≤ ρε ≤ (1 + εD) ‖ Y ‖2 (29)

and thus, (15) follows.
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Using the second inequality of (15) in (26), we obtain

ρ′ε ≤ − ε

2Nε
ρε (30)

and
ρε(t) ≤ e−

ε
2Nε

tρε(0)

The first inequality of (15) then gives

‖ Y (t) ‖2≤ ρε(0)
Mε

e−
ε

2Nε
t (31)

which is the expected inequality with

ω ≥ ε

2(1 + εD)
(32)

and
1− εD > 0

3 Proof of THEOREM 1.2

Let (µn)n≥1 denote the sequence of positive eigenvalues of A and (φn)n≥1 the
corresponding sequence of X-normalized eigenfunctions. Before proving THE-
OREM 2, we need the following lemma which is proved in the appendix.

Lemma 3 σ(Lα), the spectrum of Lα, reduces to the eigenvalues of Lα which
are the roots of the following algebraic equations

λ3 + µnλ2 + (µn + µ2α
n )λ + µ2

n = 0 n ≥ 1 (33)

and, if λ1
n denotes the smallest real root, then, for 0 ≤ α < 1,

λ1
n =

1 + εn

µ1−2α
n

− µn (34)

where
lim

n→∞
εn = 0

As a consequence of this lemma, we have

Corollary 4 (Sα(t)) is not uniformly stable if α ∈ [0, 1
2 [.

Proof : From the Hille-Yosida theorem, one has

sup<e σ(Lα) ≤ ω
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for all ω for which there is a positive constant M such that

‖ Sα(t) ‖L(H)≤ Meωt ∀t ≥ 0

But, if λ2
n and λ3

n are the two other roots of (33), then

λ1
n + λ2

n + λ3
n = −µn n ≥ 1

and using (34)

lim
n→∞

(
λ2

n + λ3
n

)
= − lim

n→∞
1 + εn

µ1−2α
n

= 0

since 0 ≤ α < 1
2 and limn→∞ µn = +∞. The conclusion follows from the fact

that if λ is a root of equation (33) then Re(λ) < 0 (by applying the Routh
theorem, see [17], Theorem 2.4, p.33).

Proof of THEOREM 2: Let α ∈ [ 12 , 1[. Assumption (H.1) is clearly
satisfied. One has, for all w ∈ D(A)

∥∥∥Aα− 1
2 w

∥∥∥
X

=
∥∥∥Aα−1A

1
2 w

∥∥∥
X

≤
∥∥∥Aα− 1

2

∥∥∥
L(X)

∥∥∥A
1
2 w

∥∥∥
X

and
∥∥∥A

1
2−αw

∥∥∥
X

=
∥∥∥A−α A

1
2 w

∥∥∥
X

≤ ‖A−α ‖L(X)

∥∥∥A
1
2 w

∥∥∥
X

Thus assumption (H.2) is satisfied and (Sα(t)) is uniformly stable. The first
part of the claim (i) is then proved. The second part is proved in the appendix.
And lastly direct computations prove that Pα satisfies the so-called Lyapunov
equation (see [15], p.33)

2Re (PαLαY, Y ) = −‖Y ‖2 ∀Y ∈ D(Lα)

The claim (ii) is a consequence of the fact that Lα has a compact resolvent,
generates a C0−semogroup of contractions and σ(Lα)∩{λ ∈ C;<e(λ) = 0} = ∅
(see [4]).

(iii) From Theorem 5.1, (ii), in the Appendix, Lα has the representation

Lα =
∑

n≥1

3∑

j=1

λj
n

(
.,Ψ∗n,j

)
H

Ψn,j

and Sα(t) is given by

Sα(t) =
∑

n≥1

3∑

j=1

eλj
nt

(
.,Ψ∗n,j

)
H

Ψn,j
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where (λj
n) are the eigenvalues of Lα, (Ψn,j) are the corresponding eigenvectors

and (Ψ∗n,j) are the eigenvectors of L∗α such that
(
Ψn,j , Ψ∗m,l

)
H

= δnmδjl. The

estimate (5.4) in Theorem 5.1 shows that
∣∣∣∣∣
Im(λj

n)
Re(λj

n)

∣∣∣∣∣ ≤ M ⇐⇒ 3
4
≤ α ≤ 1

and the conclusion follows from [14], Theorem 2.5, (d), p. 61.
(iv) Let

ηε(t) =‖ Y (t) ‖2 +ε
((

A−
1
2 w, v

)
X

+
(
Aβu, v

)
X

)

where 0 < β ≤ min(α− 1
2 , 2−2α). Then, one can prove that there exist positive

constants such that C1, C2 and C3

η′ε(t) + C1 ‖ A
2α−1

4 v(t) ‖2X +C2 ‖ A
β+1
2 u(t) ‖2X +C3 ‖ A

1
2 w(t) ‖2X≤ 0

As, for ε sufficiently small, there exist positive constants m and M such that

m ‖ Y (t) ‖2≤ ηε(t) ≤ M ‖ Y (t) ‖2

one gets that, for a bounded sequence of initial data Y n
0 , Sα(.)Y n

0 is a bounded
sequence in L2

(
R+, D(A

1+β
2 )×D(A

2α−1
4 )×D(A

1
2 )

)
. But D(A

1+β
2 )×D(A

2α−1
4 )×

D(A
1
2 ) is compact in H for α > 1

2 . We end the proof by using the Aubin com-
pacity result (see [11],Theorem 5.1, p.58).

4 Application to Thermoelastic Plates

We consider in this section two models of thermoelastic plates (see [12] ) which
differ by the boundary conditions. Let Ω an open bounded set in Rn with
smooth boundary Γ,





u′′ = −∆2u−∆w R+ × Ω

w′ = ∆w + ∆u′ R+ × Ω

u = ∆u = 0 R+ × Γ

w = 0 R+ × Γ

u(0) = u0, u
′(0) = u1, w(0) = w0, Ω

(35)

The energy space will be the Hilbert space:

H = (H2(Ω) ∩H1
0 (Ω))× L2(Ω)× L2(Ω)
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with the scalar product:

<




u
v
w


 ,




f
g
h


 >=

∫

Ω

(∆u.∆f + vg + wh) dx

and we denote by ‖ . ‖ the induced norm on H. |.| will denote the L2-norm.
Let:

L =







0 I

−∆2 0







0

−∆




(
0 ∆

)
∆




D(L) =








u
v
w


 ∈ H; ∆u ∈ H2(Ω) ∩H1

0 (Ω), v ∈ H2(Ω) ∩H1
0 (Ω), w ∈ H2(Ω) ∩H1

0 (Ω)





This model has already been studied in [16] where uniform stability is proved.
This system satisfies Assumption (H) with A = ∆2 and

D(A) = u ∈ H2(Ω) ∩H1
0 (Ω);∆u ∈ H2(Ω) ∩H1

0 (Ω)

C = B = A
1
2 = −∆, D(C) = D(B) = H2(Ω) ∩H1

0 (Ω) , F = 0

So

Proposition 5 The thermoelastic plates system (35) is uniformly stable. More-
over, the semigroup associated to L is compact and the decay rate of the energy
is supRe σ(L).

Proof : As Assumption (H) is satisfied, uniform stability is a direct con-
sequence of Theorem 1.1. The compactness of the associated semigroup is ob-
tained like in the proof of THEOREM 2, (iv) by setting

ηε =‖ Y ‖2 +ε

((
w, (−∆)−

1
2 v

)
L2(Ω)

+
(
v, (−∆)

1
2 u

)
L2(Ω)

)

one gets that, for a bounded sequence of initial data Y n
0 , SL(.)Y n

0 is a bounded
sequence in L2

(
R+, D((−∆)

5
4 )×D((−∆)

1
4 )×D((−∆)

1
2 )

)
. But D((−∆)

5
4 )×

D((−∆)
1
4 ) × D((−∆)

1
2 is compact in H and we conclude as before. The last

claim is a consequence of the compactness of SL(t) (see [15], Proposition 3.2.,
p. 32).

The second model is the following




u′′ = −∆2u−∆w R+ × Ω

w′ = ∆w + ∆u′ R+ × Ω

u = ∂u
∂ν = w = 0 R+ × Γ

u(0) = u0, u
′(0) = u1, w(0) = w0, Ω

(36)
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The energy space will be the Hilbert space:

H = H2
0 (Ω)× L2(Ω)× L2(Ω)

with the scalar product:

<




u
v
w


 ,




f
g
h


 >=

∫

Ω

(∆u.∆f + vg + wh) dx

and we denote by ‖ . ‖ the induced norm on H. |.| will denote the L2-norm.
Let:

L =







0 I

−∆2 0







0

−∆




(
0 ∆

)
∆




D(L) =








u
v
w


 ∈ H; ∆u ∈ H2(Ω), v ∈ H2

0 (Ω), w ∈ H2(Ω) ∩H1
0 (Ω)





This model has also been studied in [9] where it is proved that the system is
uniformly stable using an indirect method. We obtain here the same result
but with an estimate of the decay rate. Let’s denote by A = ∆2 and D(A) =
H4(Ω) ∩H2

0 (Ω), C = B = −∆ with D(C) = D(B) = H2(Ω) ∩H1
0 (Ω).

Proposition 6 The thermoelastic plates system (36) is uniformly stable. More-
over, the decay rate of the energy is estimated by (32) with the given constants
in (37).

Proof. Relatively to the preceding system, we have only to find the function
F such that the inequality (9) in the assumption (H) is satisfied (in this case
F = 0 does not satisfy such a relation because of the occurence of nonzero
boundary terms).

One has
(
Au, (B∗)−1w

)
=

∫
Ω

∆2u∆−1wdx

=
∫
Ω

∆uwdx− ∫
Γ

∆u∂∆−1w
∂ν dσ

The difficulty is to estimate the boundary integral:
∣∣∣∣
∫

Γ

∆u
∂∆−1w

∂ν
dσ

∣∣∣∣ ≤ |∆u|L2(Γ)

∣∣∣∣
∂∆−1w

∂ν

∣∣∣∣
L2(Γ)

From the continuity of the trace application, there exists a positive constant r
such that ∣∣∣∣

∂∆−1w

∂ν

∣∣∣∣
L2(Γ)

≤ r|w|L2(Ω)

12



To estimate the other term, we proceed as in [10, p.244]. Let h be a vector field
in

[
C2(Ω)

]n
which coincides with the outward unit normal vector on Γ. We

multiply the first equation of system (36) by h.∇u and obtain

1
2 |∆u|2L2(Γ) = d

dt

∫
Ω

v h.∇udx

+ 1
2

∫
Ω
(∇.h)(v2 − (∆u)2)dx

+2
∫
Ω

∑n
i,j=1

∂hi

∂xj

∂2u
∂xi∂xj

∆udx

+
∫
Ω

∆u(∆h.∇u)dx− ∫
Ω
∇w.∇(h.∇u)dx

We set
F (Y ) =

∫

Ω

v h.∇udx

and
G(Y ) = F ′(Y ) Y ∈ H

then (9) is satisfied with

c1 = (1 + r)c0 + 1
4 (|∇h|L∞(Ω) + |h|L∞(Ω));

c2 = 1 + (1 + s)|∇h|L∞(Ω) + |∆h|L∞(Ω) + 2c0

c3 = 1
2 |h|L∞(Ω).Max(1, c0)

(37)

where c0 is the Poincaré constant and s = ||∆−1||L(L2(Ω);H2(Ω)∩H1
0 (Ω)).

5 Appendix

5.1 Proof of lemma 3.1

One can easily see that L has a compact resolvent; thus σ(L) reduces to the
point spectrum : equation (33) (by solving the equation LY = λY ).

By setting λ = µnδ in (33), we get the equation

p(δ) := δ3 + δ2 +

(
1
µn

+
1

µ
2(1−α)
n

)
δ +

1
µn

= 0 (38)

If we denote by δn the smallest real root of (38), then δn < − 2
3 for n sufficiently

large. This follows from the fact that the smallest root of

p′(δ) = 3δ2 + 2δ +
1
µn

+
1

µ
2(1−α)
n

= 0

is

δ̃n = −1
3
− 1

3

(
1− 3

(
1
µn

+
1

µ
2(1−α)
n

)) 1
2

13



and simple computations give for 0 ≤ α < 1

lim
n→∞

δ̃n = −2
3

and
lim

n→∞
p(δ̃n) =

4
27

> 0

On the other hand, from (38)

µ2(1−α)
n (1 + δn) = − δn

δ2
n + 1

µn

(39)

then necessarely −1 < δn < 0. It follows that the right member in (39) is
bounded and then, always from (39), limn→∞ δn = −1. That means that there
exists a sequence εn → 0 as n →∞ such that

µ2(1−α)
n (1 + δn) = 1 + εn (40)

and this is exactly (34) since λ1
n = µnδn.

5.2 Additional properties of the operator Lα

We collect, in the following theorem, some spectral properties of the operator
Lα.

Theorem 7 (i)-If 3
4 < α < 1, there is at most a finite number of complex

eigenvalues.
-If 0 ≤ α ≤ 3

4 , for every n sufficiently large, there are two conjugate complex
eigenvalues λ2

n and λ3
n such that there exists a sequence ε′n → 0 as n →∞ and
[
Im(λ2

n)
Re(λ2

n)

]2

= 4 (1 + ε′n) µ3−4α
n − 1 (41)

(ii) The sequence of eigenfunctions (Ψn,j) corresponding to the sequence
(
λj

n

)
of eigenvalues is a Riesz basis (that is, it’s isomorphic to an orthonormal basis)
of H.

Proof : (i) Setting λ = δ− 1
3µn in (33) reduces this equation to the canonical

form
δ3 + pnδ2 + qn = 0 (42)

with
pn = −1

3
µ2

n + µn + µ2α
n ; qn =

2
27

µ3
n +

2
3
µ2

n −
1
3
µ2α+1

n (43)

If ∆n = 4p3
n +27q2

n, it is easy to see that for a sufficiently large n, ∆n < 0 when
3
4 < α < 1 and ∆n > 0 if 0 ≤ α ≤ 3

4 . This proves the first claims in (i). As to
the estimate (40), we note first that, for all n, (34) implies

Re(λ2
n) = − 1 + εn

2µ1−2α
n

(44)

14



and ∣∣λ2
n

∣∣2 =
[
Re(λ2

n)
]2

+
[
Im(λ2

n)
]2

= −µ2
n

λ1
n

(45)

which are obtained from the well-known relations between the roots of a poly-
nomial.

(ii) Direct computations give

Ψn,j =




1

λj
n

(λj
n)2

+µn

µα
n




φn j = 1, 2, 3 n ≥ 1 (46)

L∗α, the adjoint operator of Lα, is

L∗α =




0 −I 0
A 0 −Aα

0 Aα −A


 ;

and its eigenfunctions are

Ψ∗n,j =




1

λ
j

n

(
λ

j

n

)2
+µn

µα
n




φn j = 1, 2, 3 n ≥ 1 (47)

In what follows, we assume that for every n ≥ 1, the roots of (33) are simple.
In fact, if it is not the case for a (necessarely) finite number of n, we complete
the sequence of eigenfunctions with generalized eigenfunctions. Let

W = span {Ψn,j , n ≥ 1, j = 1, 2, 3}

then W = H. To prove this, let Z =




z1

z2

z3


 ∈ W⊥. For each n ≥ 1

(Z, Ψn,j) = 0 j = 1, 2, 3

This system is equivalent to the following one




µα+1
n (z1, φn)X +µα

nλ1
n (z2, φn)X +

(
λ1

n + µn

)
(z3, φn)X = 0

µα+1
n (z1, φn)X +µα

nλ2
n (z2, φn)X +

(
λ2

n + µn

)
(z3, φn)X = 0

µα+1
n (z1, φn)X +µα

nλ3
n (z2, φn)X +

(
λ3

n + µn

)
(z3, φn)X = 0

whose determinant det is

det = µ2α+1
n (λ2

n − λ1
n)(λ3

n − λ1
n)(λ3

n − λ2
n) 6= 0
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It follows that Z = 0 and W⊥ = {0}.
Let

(
Ψ̃n,j

)
and

(
Ψ̃∗n,j

)
denote the normalized sequences of eigenfunctions of

Lαand L∗α respectively. We now prove that
(

Ψ̃n,j

(Ψ̃n,j ,Ψ̃∗
n,j)H

)
is isomorphic to an

orthonormal basis. It is sufficient (and necessary) to prove that there exist two
positive constants m and M such that

m

N∑
n=1

3∑

j=1

|αj
n|2 ≤‖

N∑
n=1

3∑

j=1

αj
n

Ψ̃n,j(
Ψ̃n,j , Ψ̃∗n,j

)
H

‖2H≤ M

N∑
n=1

3∑

j=1

|αj
n|2 (48)

for all N ≥ 1and any sequence
(
αj

n

)
of complex numbers (see [8], Theorem 2.1,

(3), p. 310). But

‖
N∑

n=1

3∑

j=1

αj
n

Ψ̃n,j(
Ψ̃n,j , Ψ̃∗n,j

)
H

‖2H= ‖
N∑

n=1

3∑

j=1

αj
n

Ψ̃∗n,j∣∣∣
(
Ψ̃n,j , Ψ̃∗n,j

)
H

∣∣∣
2 ‖2H

=
N∑

n=1

3∑

j=1

|αj
n|2∣∣∣

(
Ψ̃n,j , Ψ̃∗n,j

)
H

∣∣∣
2 (49)

With the help of the estimates (34), (44) and (45), one can easily see that

lim
n→∞

∣∣∣
(
Ψ̃n,j , Ψ̃∗n,j

)
H

∣∣∣ = 1 (50)

It follows that there exists M > 0 such that
∣∣∣
(
Ψ̃n,j , Ψ̃∗n,j

)
H

∣∣∣
2

≥ 1
M

∀n ≥ 1 j = 1, 2, 3 (51)

Using (49) and (50), one obtains (48) with m = 1.
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R. Acad. Sci Paris, 322, I, p. 551-556, (1996)

16



[4] W.Arendt and C. J. K. Batty , Tauberian theorems and stability
of one-parameter semigroups, Trans. Amer. Math. Society, 306, p. 837-852,
(1988)

[6] C.Bardos, G.Lebeau and J.Rauch, Contrôle et stabilisation dans les
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