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Abstract

We consider a nonlinear Schrödinger equation with a nonlinearity of
the form V (x)g(u). Assuming that V (x) behaves like |x|−b at infinity
and g(s) like |s|p around 0, we prove the existence and orbital stability
of travelling waves if 1 < p < 1 + (4− 2b)/N .

1 Introduction
This paper concerns the existence and orbital stability of standing waves for
the nonlinear Schrödinger equation

iut + ∆u+ V (x)g(u) = 0, (t, x) ∈ R× RN , N > 3. (1)

Here u(t) ∈ H1(RN ,C), V is a real-valued potential and g is a nonlinearity
satisfying g(eiθs) = eiθg(s) for s ∈ R.

A solution of the form u(t, x) = eiλtϕ(x) where λ ∈ R is called a standing
wave. For solutions of this type with ϕ ∈ H1(RN ,R), (1) is equivalent to

−∆ϕ+ λϕ = V (x)g(ϕ), ϕ ∈ H1(RN ,R). (2)

We are interested in the existence of positive solutions of (2) for small λ > 0.
In addition we study the stability of the corresponding solutions of (1).
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In the autonomous case, i.e. when V is a constant, we refer to the funda-
mental paper of Berestycki and Lions [2] where sufficient and almost necessary
conditions are derived for the existence inH1(RN ,R) of a solution of (2). When
(2) is non autonomous, only partial results are known. A major difficulty to
overcome is the lack of a priori bounds for the solutions. In contrast to the
autonomous case where using dilations and taking advantage of Pohozaev iden-
tity is at the heart of the results of [2], no such device is available when V is
non constant. Accordingly, most of the works dealing with existence require g
to be of power type, i.e. g(ϕ) = |ϕ|p−1ϕ for a p > 1, or to satisfy the so-called
Ambrosetti-Rabinowitz superquadraticity condition :

∃µ > 2 such that G(s) 6 µg(s)s, ∀s > 0, where G(s) =

∫ s

0

g(t)dt.

In this paper we prove the existence of solutions of (2), for small λ > 0,
under the following assumptions (H1)-(H4) where 0 < b < 2 and 1 < p <
1 + 4−2b

N
,

(H1) there exists γ > 2N/{(N + 2)− (N − 2)p} such that V ∈ Lγ
loc(RN);

(H2) lim
|x|→+∞

V (x)|x|b = 1;

(H3) there exists ε > 0 such that g : [0, ε] → R is continuous;

(H4) lim
s→0+

g(s)

sp
= 1.

Our approach is variational. Since only conditions around 0 are imposed
on g, a first step will be to suitably extend g on all R. This leads to study a
modified problem but, as we shall see, the solutions we obtain for the modified
problem have the property to converge to zero in the L∞(RN)−norm as λ de-
crease to zero. Thus, for sufficiently small λ > 0, they correspond to solutions
of (2).

To get a solution of the modified equation we still face a lack of a priori
bounds. To overcome this difficulty we borrow and further develop a method
introduced by Berti and Bolle in a paper [3] which studies nonlinear wave
equations. This method, roughly, make it possible to show the boundedness
of Palais-Smale sequences at the mountain pass level for a class of functionals
having a geometry sufficiently close to the one of the functional corresponding
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to the case g(ϕ) = |ϕ|p−1ϕ. It relies on penalizing the functional outside the
region where one expects to find a critical point. Our existence result is the
following.

Theorem 1 Assume (H1)-(H4). Then, there exists λ0 > 0 such that for all
λ ∈ (0, λ0], (2) has a non-trivial solution ϕλ. Furthermore, ϕλ has the following
properties.

1. For all x ∈ RN , ϕλ > 0.

2. When λ→ 0, ||ϕλ||H1(RN ) → 0 and ||ϕλ||L∞(RN ) → 0.

Since our solutions converge to zero in H1(RN ,R) as λ → 0, 0 is a bifur-
cation point of (2). With our approach we can (see Remark 9) obtain sharp
estimates on the Lp(RN)−bifurcation of our solutions as λ → 0. We refer to
[15, 21] for previous bifurcations results.

Once the existence of solutions of (2) is proved we consider the stability of
the associated travelling waves. The study of the orbital stability of solutions of
(1) has seen the contributions of many authors. It is of particular significance
for physical reasons and we refer the reader to the introductions of [9, 20,
22] for motivations of studying this problem. In the case V constant and
g(u) = |u|p−1u, Cazenave and Lions [5] proved the stability of the ground state
solutions of (2) when 1 < p < 1 + 4

N
and for any λ > 0. On the contrary,

when 1+ 4
N
< p < 1+ 4

N−2
, Berestycki and Cazenave [1] showed the instability

of bounded states of (2) and when p = 1 + 4
N

, Weinstein [24] proved that
instability also holds. We also mention [12] for a general stability theory for
solitary waves of Hamiltonian systems.

In [5] both the autonomous character of (2) and the fact that g is homo-
geneous are essential in the proofs. Also dealing with an homogeneous and to
some extend autonomous nonlinearity seems essential to use directly the results
of [12] (see nevertheless [18]). When (2) is non autonomous only partial results
are known so far (see [4, 8, 9, 13, 20, 22] and the references therein). Directly
related to our stability result is a recent work of de Bouard and Fukuizumi
[6] where stability of positive ground states of (2) is obtain for g(u) = |u|p−1u
under the following conditions on V :

(V1) V > 0, V ≡/ 0, V ∈ C(RN \ {0},R), V ∈ Lθ∗(|x| 6 1), where θ∗ =
2N/{(N + 2)− (N − 2)p},
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(V2) There exists b ∈ (0, 2), C > 0 and a > {(N + 2)− (N − 2)p}/2 > b such
that

∣∣(V (x)− |x|−b
)∣∣ 6 C|x|−a for all x with |x| > 1.

Under these assumptions and if 1 < p < 1 + (4− 2b)/(N − 2) the existence of
ground states solutions follows immediately from the existing literature. In [6]
de Bouard and Fukuizumi proved that the corresponding standing waves are
stable if 1 < p < 1 + (4− 2b)/N and λ > 0 is small.

Our stability result, Theorem 2, extends the result of [6]. If we do borrow
some arguments from this paper, new ingredients are necessary to derive The-
orem 2. In particular, the fact that we do not know if the solutions obtained
in Theorem 1 are ground states is a new major difficulty. To state our stability
result we need some definitions and preliminary results. First, to check that
the local Cauchy problem is well posed for (1), in addition to (H1)-(H4), we
require on g

(H5) g ∈ C1(R,R);

(H6) there exist C > 0 and α ∈ [0, 4
N−2

) such that lim
|s|→+∞

|g′(s)|
|s|α

6 C.

Clearly (H5)-(H6) are sufficient to guarantee that the condition

|g(v)− g(u)| 6 C(1 + |v|α + |u|α)|v − u| for all u, v ∈ R

introduced in Remark 4.3.2 of [4] holds. By [4] we then know that the Cauchy
problem for (1) is locally well posed.

For v ∈ H1(RN ,C) we write v = v1 + iv2. The space H1(RN ,C) will be
equipped with the norm

||v|| =
√
||v||22 + ||∇v||22

where ||v||22 = |v1|22 + |v2|22 and ||∇v||22 = |∇v1|22 + |∇v2|22. Here and elsewhere
| · |p denotes the usual norm on Lp(RN ,R). We also define on L2(RN ,C) the
scalar product

〈u, v〉2 =

∫
RN

Re(u(x)v(x))dx.

Finally, let the energy functional E and the charge Q on H1(RN ,C) be
given by

E(v) =
1

2
||∇v||22 −

∫
RN

V (x)G(v)dx and Q(v) =
1

2
||v||22
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where G(z) =

∫ |z|

0

g(t)dt for all z ∈ C. It follows from [4] that

Proposition 1 Assume (H1)-(H6). Then, for every u0 ∈ H1(RN ,C) there
exist Tu0 > 0 and a unique solution u(t) ∈ C([0, Tu0), H

1(RN ,C)) with u(0) =
u0 satisfying

E(u(t)) = E(u0), Q(u(t)) = Q(u0), for all t ∈ [0, Tu0).

Finally we require a stronger version of (H4).

(H7) lim
s→0+

g′(s)

psp−1
= 1.

Now by stability we mean

Definition 2 Let ϕλ be a solution of (2). We say that the travelling wave
u(x, t) = eiλtϕλ(x) associated to ϕλ is stable in H1(RN ,C) if for all ε > 0
there exists δ > 0 with the following property. If u0 ∈ H1(RN ,C) is such
that ||u0 − ϕλ|| < δ and u(t) is a solution of (1) in some interval [0, Tu0) with
u(0) = u0, then u(t) can be continued to a solution in [0,+∞) and

sup
t∈[0,+∞)

inf
θ∈R

||u(t)− eiθϕλ|| < ε.

Our result is the following

Theorem 2 Assume (H1)-(H7) and let (ϕλ) be the family of solutions of (2)
obtained in Theorem 1. Then there exists λ1 > 0 such that for all λ ∈ (0, λ1]
the travelling wave eiλtϕλ(x) is stable in H1(RN ,C).

>From Theorem 2 we see that, for λ > 0 small enough, stability only
depends on the behaviour of V at infinity and of g around zero. Indeed, as
it is shown in [10], when V (x) = |x|−b instability occurs for g(u) = |u|p−1u if
p > 1 + 4−2b

N
. To our knowledge, Theorem 2 is the first result to enlighten this

fact.

For v ∈ H1(RN ,C) and λ > 0 let

Sλ(v) =
1

2
(||∇v||22 + λ||v||22)−

∫
RN

V (x)G(v)dx.

Under our assumptions it is standard to check that Sλ is C2. Our proof of
Theorem 2 relies on the following stability criterion established in [12].
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Proposition 3 Assume (H1)-(H7) and let ϕλ be a solution of (2). If there
exists δ > 0 such that for every v ∈ H1(RN ,C) satisfying 〈ϕλ, v〉2 = 0 and
〈iϕλ, v〉2 = 0 we have

〈S ′′λ(ϕλ)v, v〉 > δ||v||2,
then the standing wave eiλtϕλ(x) is stable in H1(RN ,C).

To check this criterion, following an approach laid down in [7], we first
show, in Subsection 3.1, that our solutions (ϕλ) properly rescaled converge in
H1(RN) to the unique positive solution ψ ∈ H1(RN ,R) of the limit equation

−∆u+ u =
1

|x|b
|u|p−1u, u ∈ H1(RN ,R). (3)

Then we derive, see Subsection 3.2, some properties of ψ ∈ H1(RN ,R), in
particular we show that it is non-degenerate. Finally, in Subsection 3.3, we
show that the conclusion of Proposition 3 holds.

The paper is organized as follows. In Section 2 we establish Theorem 1 and
in Section 3 we prove Theorem 2. An uniqueness result which is necessary for
the proof of Theorem 2 is establish, using results of [26], in the Appendix.

Notations Throughout the article the letter C will denote various positive
constants whose exact value may change from line to line but are not essential
to the analysis of the problem. Also we make the convention that when we
take a subsequence of a sequence (un) we denote it again by (un).

Acknowledgements. The authors thank M. Colin for bringing to their at-
tention the work [9] and A. de Bouard and R. Fukuizumi for sharing with
them a preliminary version of [6]. They are also grateful to R. Fukuizumi for
indicating to them a simpler proof of Lemma 15, to M. Maris for his help con-
cerning Proposition 12 and to K. Tanaka for kindly providing to them Lemma
18. Finally they wish to thanks M. Maris for fruitful discussions.

2 Existence
This section is devoted to the proof of Theorem 1. For this we use a variational
approach and consequently a first step is to extend the nonlinearity g outside
of [0, ε]. Let H ≡ H1(RN ,R) be equipped with its standard norm | · |H . We
consider the modified problem

−∆v + λv = V (x)f(v), v ∈ H (4)
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where

f(s) =


g(ε) if s > ε
g(s) if s ∈ [0, ε]
0 if s 6 0.

It is convenient to write (4) as

−∆v + λv = V (x) (vp
+ + r(v)) , v ∈ H (5)

with v+ = max{v, 0} and r(s) = f(s)− sp
+.

To develop our variational procedure we rescaled (5) in order to eliminate
λ > 0 from the linear part. For v ∈ H, let ṽ ∈ H be such that

v(x) = λ
2−b

2(p−1) ṽ(
√
λx). (6)

Clearly v ∈ H satisfies (5) if and only if ṽ ∈ H satisfies

−∆ṽ + ṽ = Vλ(x)ṽ
p
+ + V (

x√
λ

)r̃(ṽ) (7)

where

r̃(s) = λ−
2−b

2(p−1)
−1r(λ

2−b
2(p−1) s) and Vλ(x) = λ−b/2V (x/

√
λ). (8)

A solution of (7) will be obtained as a critical point of the functional S̃λ : H →
R given by

S̃λ(v) =
1

2
|v|2H − 1

p+ 1

∫
RN

Vλ(x)v(x)
p+1
+ dx− R̃λ(v)

with R̃λ(v) =

∫
RN

λb/2Vλ(x)

(∫ |v|

0

r̃(t)dt

)
dx.

By (H1) we can fix a p′ ∈ (p, 1 + (4− 2b)/(N − 2)) such that 2N/{(N + 2)−
(N − 2)p′} < γ. The following estimate will be crucial throughout the paper.

Lemma 4 Assume (H1)-(H4). Then for any q ∈ [1, p′] there exists C > 0
such that for any λ > 0 sufficiently small and all v ∈ H,∣∣∣∣∫

RN

Vλ(x)|v(x)|q+1dx

∣∣∣∣ 6 C|v|q+1
H .
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Proof By the assumptions (H1)-(H2) there exists R > 0 such that

|V (x)| 6 2|x|−b, ∀ |x| > R and V ∈ Lγ(B(R)). (9)

Here B(R) = {x ∈ RN : |x| < R}. We have∣∣∣∣∫
RN

Vλ(x)|v(x)|q+1dx

∣∣∣∣ 6

∣∣∣∣∫
B(R)

Vλ(x)|v(x)|q+1dx

∣∣∣∣
+

∣∣∣∣∫
RN\B(R)

Vλ(x)|v(x)|q+1dx

∣∣∣∣ . (10)

By Hölder’s inequality,∣∣∣∣∫
B(R)

Vλ(x)|v(x)|q+1dx

∣∣∣∣ 6 |Vλ|Lθ(B(R)) |v|q+1
2∗ (11)

with θ = 2N/{(N + 2)− (N − 2)q}. But

|Vλ|θLθ(B(R)) = |Vλ|θLθ(B(
√

λR))
+ |Vλ|θLθ(B(R)\B(

√
λR))

(12)

and, since |Vλ|θLθ(B(
√

λR))
= λ−bθ/2+N/2 |V |Lθ(B(R)) with −bθ/2 + N/2 > 0, we

can assume that
|Vλ|Lθ(B(

√
λR)) 6 1. (13)

Also, from (9) it follows that Vλ(x) 6 2|x|−b on RN\B(
√
λR)). Thus

|Vλ|Lθ(B(R)\B(
√

λR)) 6 | 2

|x|b
|Lθ(B(R)) 6 C, (14)

and ∣∣∣∣∫
RN\B(R)

Vλ(x)|v(x)|q+1dx

∣∣∣∣ 6 C|v|q+1
q+1. (15)

Now, combining (10)-(15) and using Sobolev’s embeddings we get the required
estimate. �

A first consequence of Lemma 4 is the following estimate on the "rest" R̃λ

of the functional S̃λ.

Lemma 5 Assume (H1)-(H4). Then there exist C > 0 and α > 0 such that
for all a > 0 there exists A > 0 such that

|R̃λ(v)|+ |∇R̃λ(v)v| 6 C(a|v|p+1
H + λαA|v|p

′+1
H ). (16)

for all λ > 0 sufficiently small and all v ∈ H.
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Proof >From the definition of r and (H4), we see that for any a > 0 there
exists A > 0 such that

|r(s)| 6 a|s|p + A|s|p′ , ∀s ∈ R. (17)

This implies, see (8), that

|r̃(s)| 6 λ−b/2a|s|p + λ−b/2λαA|s|p′ , ∀s ∈ R. (18)

with α =
(p′ − p)(2− b)

2(p− 1)
> 0. As a consequence, for any v ∈ H,

|R̃λ(v)| 6
a

p+ 1

∫
RN

|Vλ(x)||v(x)|p+1dx+
λαA

p′ + 1

∫
RN

|Vλ(x)||v(x)|p
′+1dx.

and using Lemma 4 we get that

|R̃λ(v)| 6 C(a|v|p+1
H + λαA|v|p

′+1
H ). (19)

Analogously, we can prove that

|∇R̃λ(v)v| 6 C(a|v|p+1
H + λαA|v|p

′+1
H ). (20)

Combining (19) and (20) finishes the proof. �

We shall obtain a critical point of S̃λ by a mountain pass type argument.
However, even though it is likely that S̃λ has a mountain pass geometry, show-
ing that the Palais-Smale sequences at the mountain pass level are bounded
seems out of reach under our weak assumptions on g. To overcome this dif-
ficulty we develop an approach, inspired by [3], which consists in truncating
the "rest" term of S̃λ outside of a ball centered at the origin and to show that,
as λ > 0 goes to zero, all Palais-Smale sequences at the mountain-pass level
lie in this ball. Precisely, let T > 0 be the truncation radius (its value will be
indicated later) and consider a smooth function ν : [0,+∞) → R such that

ν(s) = 1 for s ∈ [0, 1],
0 6 ν(s) 6 1 for s ∈ [1, 2],

ν(s) = 0 for s ∈ [2,+∞),
|ν ′|∞ 6 2.

For v ∈ H, we define

Ŝλ(v) =
1

2
|v|2H − 1

p+ 1

∫
RN

Vλ(x)v(x)
p+1
+ dx− R̂λ(v),
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where R̂λ(v) = t(v)R̃λ(v) with t(v) := ν

(
|v|2H
T 2

)
.

We have the following bounds on R̂λ(v) and ∇R̂λ(v)v

Lemma 6 Assume (H1)-(H4). Then there exists C > 0 such that for all
a > 0, there exists A > 0, satisfying for all v ∈ H

|R̂λ(v)| 6 C(aT p+1 + λαAT p′+1), (21)
|∇R̂λ(v)v| 6 C(aT p+1 + λαAT p′+1). (22)

Proof Since t(v) = 0 for |v|H >
√

2T , (21) follows directly from Lemma 5.

Also ∇R̂λ(v) = t(v)∇R̃λ(v) + R̃λ(v)∇t(v) with ∇t(v)v = 2ν ′(
|v|2H
T 2

)
|v|2H
T 2

and
thus we also have (22). �

Lemma 7 Assume (H1)-(H4). Then there exists λ > 0 such that for all
λ ∈ (0, λ], Ŝλ has a mountain pass geometry. Also Ŝλ admits at the mountain
pass level c(λ) > 0 a critical point ϕ̃λ ∈ H \ {0} which is also a critical point
for S̃λ. Moreover there exists C > 0 such that |ϕ̃λ|H 6 C, ∀λ ∈ (0, λ].

Proof Let us prove that Ŝλ has a mountain pass geometry for any λ > 0
sufficiently small. Obviously, we have Ŝλ(0) = 0. Let a > 0. From Lemma 4
(used with q = p) and Lemma 5 there exists A > 0 such that for v ∈ H

Ŝλ(v) >
1

2
|v|2H − C((1 + a)|v|p+1

H + λαA|v|p
′+1

H ).

Thus taking δ > 0 small enough there exists m > 0 such that Ŝλ(v) > m > 0
if |v|H = δ, uniformly for λ > 0 sufficiently small.

Now let $ ∈ C∞0 (RN) \ {0} with $ > 0 and $ = 0 on B(1). Because of
(H2), there exists R > 0 such that

V (x) >
1

2|x|b
if |x| > R.

Thus, for λ > 0 small enough∫
RN

Vλ(x)$(x)p+1dx >
∫

RN

1

2|x|b
$(x)p+1dx.
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Defining $B := B$ we observe that for B > 0 large enough R̂λ($B) = 0.
Thus letting D =

|$|2H
2

and E =
∫

RN
1

2|x|b$(x)p+1dx we have, for B > 0 large
enough,

Ŝλ($B) 6 DB2 − EBp+1 < 0

for any λ > 0 sufficiently small.
Since Ŝλ has a mountain pass geometry, defining

c(λ) := inf
γ∈Γ

sup
s∈[0,1]

Ŝλ(γ(s))

where Γ := {γ ∈ C([0, 1], H) | γ(0) = 0, Ŝλ(γ(1)) < 0}, Ekeland’s principle
gives the existence of a Palais-Smale sequence at the mountain pass level c(λ).
Namely of a sequence (vn) ⊂ H such that

∇Ŝλ(vn) → 0, (23)
Ŝλ(vn) → c(λ). (24)

Let us show that, if λ > 0 small enough, this Palais-Smale sequence lies, for
n ∈ N large, in the ball of H where Ŝλ and S̃λ coincide. We begin by an
estimate on the mountain pass level. For every t ∈ [0, 1] we have

Ŝλ(t$B) 6 DB2t2 − EBp+1tp+1 + |R̂λ(t$B)|.

Thanks to (21) and the definition of c(λ) this gives

c(λ) 6 W + C(aT p+1 + AλαT p′+1) (25)

with W = D
(

2D
(p+1)E

) 2
p−1 −E

(
2D

(p+1)E

) p+1
p−1

. Note that the constants W and C
are independent of T > 0 and of λ > 0 sufficiently small.

To prove that lim supn→∞ |vn|H < T we first show that (vn) is bounded in
H. Seeking a contradiction, we assume that, up to a subsequence, |vn|H →
+∞. Therefore, for n ∈ N large enough, we have |vn|2H > 2T 2 and thus
R̂λ(vn) = ∇R̂λ(vn)vn = 0. It follows that

2Ŝλ(vn)−∇Ŝλ(vn)vn =

(
1− 2

p+ 1

)∫
RN

Vλ(x)(vn(x))p+1
+ dx.

Furthermore, since Ŝλ(vn) → c(λ), we can assume that Ŝλ(vn) 6 2c(λ) and we
get (

1− 2

p+ 1

)∫
RN

Vλ(x)(vn(x))p+1
+ dx 6 4c(λ) + ‖∇Ŝλ(vn)‖|vn|H .
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Consequently we have

|vn|2H = ∇Ŝλ(vn)vn +

∫
RN

Vλ(x)(vn(x))p+1
+ dx

6

(
1 +

p+ 1

p− 1

)
‖∇Ŝλ(vn)‖|vn|H + 4

(
p+ 1

p− 1

)
c(λ)

and therefore

|vn|H 6

(
1 +

p+ 1

p− 1

)
‖∇Ŝλ(vn)‖+ 4

(
p+ 1

p− 1

)
c(λ)|vn|−1

H .

Since the right member tends to 0 as n → ∞ we have a contradiction. Thus
(vn) stays bounded in H and, in particular, ∇Ŝλ(vn)vn → 0.

Let us now show that |vn|H < T for n ∈ N large. Still arguing by contra-
diction, we assume that limn→∞ |vn|H ∈ [T,+∞). We have

Ŝλ(vn)− 1

p+ 1
∇Ŝλ(vn)vn =

(
1

2
− 1

p+ 1

)
|vn|2H−R̂λ(vn)+

1

p+ 1
∇R̂λ(vn)vn. (26)

Then using (21)-(25) and passing to the limit in (26), we obtain(
1

2
− 1

p+ 1

)
T 2 6 W + C(aT p+1 + AλαT 2?

).

At this point, choosing a > 0 sufficiently small, we see that if T 2 > 2(p+1)
p−1

W

we obtain a contradiction when λ > 0 is small enough. This proves that (vn)

lies in the region where S̃λ and Ŝλ coincide.

Now since (vn) ⊂ H is bounded we can assume that vn ⇀ v∞ weakly in
H. To end the proof we just need to show that vn → v∞ strongly in H. The
condition ∇Ŝλ(vn) → 0 is just

−∆vn + vn − Vλ(x)(vn)p
+ − V (

x√
λ

)r̃(vn) → 0 in H−1. (27)

Because of the decrease of V to 0 at infinity we have, in a standard way, that

Vλ(x)(vn)p
+ − V (

x√
λ

)r̃(vn) → Vλ(x)(v∞)p
+ − V (

x√
λ

)r̃(v∞) in H−1. (28)

Now let L : H → H−1 be defined by

〈Lu, v〉 =

∫
RN

(∇u∇v + uv)dx.
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The operator L is invertible, therefore, from (27)-(28),

vn → L−1

(
Vλ(x)(v∞)p

+ − V (
x√
λ

)r̃(v∞)

)
.

By uniqueness of the limit, we have vn → v∞ in H and by continuity v∞ is a
solution of (7) at the mountain pass level c(λ). We set ϕ̃λ = v∞. At this point
the lemma is proved. �

Lemma 8 Assume (H1)-(H4). The solutions of (7), obtained in Lemma 7
have, in addition, the following properties

(i) |ϕ̃λ|∞ 6 C, for a C > 0 independent of λ ∈ (0, λ],

(ii) for all x ∈ RN , ϕ̃λ(x) > 0.

Proof Starting from (4) and the change of variables (6) we see that our
solutions ϕ̃λ satisfy

−∆ϕ̃λ + ϕ̃λ = λ−
2−b

2(p−1)
−1V (

x√
λ

)f(λ
2−b

2(p−1) ϕ̃λ). (29)

We see from (H4) that |f(s)| 6 C|s|p for a C > 0, ∀s ∈ R. Thus∣∣∣∣λ− 2−b
2(p−1)

−1V (
x√
λ

)f(λ
2−b

2(p−1) ϕ̃λ)

∣∣∣∣ 6 C|Vλ(x)||ϕ̃λ|p (30)

with a C > 0, independent of λ ∈ (0, λ]. To obtain (i) we follow a boot-
strap argument. The crucial point is to insure that the estimates we get are
independent of λ ∈ (0, λ].

Let θ = 2N/{(N + 2)− (N − 2)p}. Assuming that ϕ̃λ ∈ Lq(RN) we claim
that

(claim) Vλ|ϕ̃λ|p ∈ Lr(RN) with r = θq
θp+q

and is bounded in Lr(RN) as a
function of |ϕ̃λ|q only.

To see this we choose R > 0 such that |V (x)| 6 2|x|−b, ∀|x| > R and we write
RN = B(

√
λR) ∪ (B(R)\B(

√
λR)) ∪ (RN\B(R)).

On RN\B(R) since |Vλ(x)| 6 C, for a C > 0 we directly have

|Vλ||ϕ̃λ|p ∈ L
q
p (RN\B(R))

13



and thus, since Vλϕ̃
p
λ ∈ Λ(RN \B(R)) and

q

p
> r, we have by interpolation

|Vλ||ϕ̃λ|p ∈ Lr(RN\B(R)).

On B(R)\B(
√
λR) we have |Vλ(x)| 6 2|x|−b with |x|−b ∈ Lθ(B(R)). Thus∫

B(R)\B(
√

λR)

|Vλ(x)|r|ϕ̃λ|rpdx 6

(∫
B(R)

1

|x|bθ
dx

) q
q+θp

(∫
B(R)

|ϕ̃λ|qdx
) θp

q+θp

6 C|ϕ̃λ|
θqp

q+θp
q .

On B(
√
λR) we have∫

B(
√

λR)

|Vλ(x)|r|ϕ̃λ|rpdx 6

(∫
B(
√

λR)

|Vλ(x)|θdx
) q

q+θp
(∫

B(
√

λR)

|ϕ̃λ|qdx
) θp

q+θp

with
|Vλ|θLθ(B(

√
λR))

= λ−bθ/2+N/2 |V |θLθ(B(R)) → 0

and this proves our claim. Now since Vλ|ϕ̃λ|p ∈ Lr(RN) we have ϕ̃λ ∈ W 2,r(RN)
and thus ϕ̃λ ∈ Lt(RN) with t = Nr

N−2r
.

It is now easy to check that, choosing q = 2∗, we have t > q and that the
bootstrap will give, in a finite number of steps, r > N

2
so that ϕ̃λ ∈ W 2,r(RN) ⊂

L∞(RN). In addition, since for a C > 0, |ϕ̃λ|H 6 C,∀λ ∈ (0, λ] we have, for a
C > 0, |ϕ̃λ|2∗ 6 C,∀λ ∈ (0, λ] and by our claim the various constants of the
Sobolev’s embeddings are independent of λ ∈ (0, λ]. This proves (i).

For (ii), we argue as follows. Let ϕ = ϕ+ − ϕ− where ϕ+ = max{ϕ, 0} and
ϕ− = max{−ϕ, 0} and suppose that ϕ satisfy

−∆ϕ+ ϕ = V

(
x√
λ

)
f̃(ϕ)

with f̃ = 0 if s 6 0. We know that ϕ+, ϕ− ∈ H. Then, by multiplying by ϕ−
and integrating, we obtain

−
∫

RN

|∇ϕ−|2 − ϕ2
− = 0,

Therefore ϕ− = 0. �

Now we can give the

14



Proof of Theorem 1 Taking into account Lemmas 7 and 8 all that remains
to show is that |ϕλ|H → 0 and |ϕλ|∞ → 0, as λ→ 0, when ϕλ is given by

ϕλ(x) = λ
2−b

2(p−1) ϕ̃λ(
√
λx).

Since 2−b
2(p−1)

> 0 we immediately get, from Lemma 8, that |ϕλ|∞ → 0 and this
proves, in particular, that ϕλ is solution of (2) when λ > 0 is small enough.
Now, since p < 1 + 4−2b

N
we see from direct calculations that |ϕλ|H → 0. �

Remark 9 We deduce from the proof of Theorem 1 that (2) admit solutions
ϕλ ∈ H which satisfy, for any λ > 0 small enough,

|ϕλ|q 6 C|λ|
2−b

2(p−1)
−N

2q if 1 6 q <∞ and |ϕλ|∞ 6 C|λ|
2−b

2(p−1) .

These decay estimates should be compared with the ones obtained in Theorem
5.9 of [21]. The comparison suggests that using a rescaling approach, as in the
present paper, is fruitful to get the sharpest bifurcation estimates.

3 Stability
In this section we prove Theorem 2. The proof is divided into three steps. First
we prove the convergence in H of the solutions (ϕ̃λ) of the rescaled problem
to the unique positive solution ψ ∈ H of the limit problem

−∆ϕ+ ϕ =
1

|x|b
|ϕ|p−1ϕ, ϕ ∈ H. (31)

Existence for (31) is standard because of the compactness of the nonlinear
term and can, for example, be obtained by minimizing S under the constraint
I(v) = 0 for v ∈ H\{0} where

S(v) =
1

2
|v|2H − 1

p+ 1

∫
RN

1

|x|b
|v(x)|p+1dx, (32)

I(v) = |v|2H −
∫

RN

1

|x|b
|v(x)|p+1dx. (33)

We know from [11] that positive solutions of (31) are radial. They also decay
exponentially at infinity. The uniqueness of ψ ∈ H follows from [26].

Secondly, we establish some additional properties of the limit problem. In
particular we prove that ψ ∈ H is non degenerate.
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In the third step, after having translated the stability criterion in the
rescaled variables, we prove that it holds.

Notation Since in addition to (H1)-(H4) we now assume (H5)-(H7), we
are somehow in the case of the modified problem, and therefore we will use the
same notations. In particular, r will be now defined by

r(s) = g(s)− |s|p−1s.

3.1 A convergence lemma

We start with a key technical result.

Lemma 10 Assume (H1)-(H4). Let (vλ) ⊂ H be a bounded sequence in H
and q ∈ [1, p′]. Then we have, as λ→ 0,∫

RN

∣∣∣∣ 1

|x|b
− Vλ(x)

∣∣∣∣ |vλ(x)|q+1dx→ 0.

Proof For R > 0 we write

∫
RN

∣∣∣∣ 1

|x|b
− Vλ(x)

∣∣∣∣ |vλ(x)|q+1dx 6
∫

B(
√

λR)

∣∣∣∣ 1

|x|b
− Vλ(x)

∣∣∣∣ |vλ(x)|q+1dx

+

∫
RN\B(

√
λR)

∣∣∣∣ 1

|x|b
− Vλ(x)

∣∣∣∣ |vλ(x)|q+1dx.

Let ε > 0 be arbitrary. Fixing R > 0 large enough we have∣∣∣∣ 1

|x|b
− Vλ(x)

∣∣∣∣ 6 ε

|x|b
for x ∈ RN\B(

√
λR).

Thus∫
RN\B(

√
λR)

∣∣∣∣ 1

|x|b
− Vλ(x)

∣∣∣∣ |vλ(x)|q+1dx 6 ε

∫
B(1)\B(

√
λR)

1

|x|b
|vλ(x)|q+1dx

+ ε

∫
RN\B(1)

|vλ(x)|q+1dx

with, for θ = 2N/{(N + 2)− (N − 2)q},∫
B(1)\B(

√
λR)

1

|x|b
|vλ(x)|q+1dx 6 | 1

|x|b
|Lθ(B(1))|vλ|q+1

2∗ 6 C
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and ∫
RN\B(1)

|vλ(x)|q+1dx 6 |vλ|q+1
q+1 6 C.

Now, ∫
B(
√

λR)

∣∣∣∣ 1

|x|b
− Vλ(x)

∣∣∣∣ |vλ(x)|q+1dx 6(
| 1

|x|b
|Lθ(B(

√
λR)) + |Vλ|Lθ(B(

√
λR))

)
|vλ|q+1

2∗

and since

| 1

|x|b
|Lθ(B(

√
λR)) → 0 and |Vλ|Lθ(B(

√
λR)) = λ−bθ/2+N/2 |V |Lθ(B(R)) → 0

as λ→ 0, this ends the proof. �

Now the main result of this subsection is

Lemma 11 Assume (H1)-(H4). Then the solutions (ϕ̃λ)λ of the rescaled equa-
tion (7) satisfy

lim
λ→0

|ϕ̃λ − ψ|H = 0.

Proof We divide the proof into two steps. First, we prove that there exists
(µ(λ)) ⊂ R such that µ(λ) → 1 and (µ(λ)ϕ̃λ) is a minimizing sequence for

min{S(v), v ∈ H \ {0}, I(v) = 0}. (34)

Secondly, using this information, we prove the convergence of (ϕ̃λ) to ψ.

We begin by showing that lim supλ→0 S(ϕ̃λ) 6 S(ψ). Let γ0 : [0, 1] → H
be such that γ0(t) := Ctψ, for a C > 0. Then, fixing C > 0 large enough, we
have S(γ0(1)) < 0 and S(ψ) = maxt∈[0,1] S(γ0(t)) as it is easily seen from the
simple “radial” behaviour of S.

Let ε > 0 be arbitrary. From Lemmas 5 and 10 we see that, for any λ > 0
small enough,

|Ŝλ(γ0(s))− S(γ0(s))| 6 ε, ∀s ∈ [0, 1]

and since Ŝλ(ϕ̃λ) = c(λ) it follows that

S̃λ(ϕ̃λ) = Ŝλ(ϕ̃λ) 6 max
s∈[0,1]

Ŝλ(γ0(s)) 6 max
s∈[0,1]

S(γ0(s)) + ε = S(ψ) + ε.
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Thus lim sup
λ→0

S̃λ(ϕ̃λ) 6 S(ψ). Now, using Lemmas 5 and 10, we have

lim
λ→0

|S(ϕ̃λ)− S̃λ(ϕ̃λ)| = 0

and we deduce that lim sup
λ→0

S(ϕ̃λ) 6 S(ψ).

Let us now show the existence of a sequence (µ(λ)) such that µ(λ) → 1
and I(µ(λ)ϕ̃λ) = 0. Since ∇S̃λ(ϕ̃λ)ϕ̃λ = 0 we have

I(ϕ̃λ) = −
∫

RN

(
1

|x|b
− Vλ(x)

)
|ϕ̃λ|p+1dx+∇R̃λ(ϕ̃λ)ϕ̃λ.

Thus by Lemmas 5 and 10, I(ϕ̃λ) → 0. Let µ(λ) :=

(
|ϕ̃λ|2H∫

RN
1
|x|b |ϕ̃λ|p+1dx

) 1
p−1

.

Then I(µ(λ)ϕ̃λ) = 0 and we have

|µ(λ)p−1 − 1| = |I(ϕ̃λ)|∫
RN

1
|x|b |ϕ̃λ|p+1dx

.

>From the mountain pass geometry and since∇S̃λ(ϕ̃λ)ϕ̃λ = 0 the denominator
stays bounded away from 0 and since I(ϕ̃λ) → 0 we deduce that limλ→0 µ(λ) =
1. Thus, by continuity of S, we have

lim sup
λ→0

S(µ(λ)ϕ̃λ) = lim sup
λ→0

S(ϕ̃λ) 6 S(ψ)

and since I(µ(λ)ϕ̃λ) = 0, (µ(λ)ϕ̃λ) is a minimizing sequence for (34).

Now, using this information, we show the convergence of (ϕ̃λ) to ψ in H.
Since (µ(λ)ϕ̃λ) is bounded, there exists ϕ̃0 such that, up to a subsequence,
µ(λ)ϕ̃λ ⇀ ϕ̃0 weakly in H. Clearly, the minimizing sequences of (34) are the
minimizing sequences of

min{|v|2H , v ∈ H \ {0}, I(v) = 0},

and since for v ∈ H such that I(v) < 0 there exists 0 < t < 1 such that
I(tv) = 0, (34) is also equivalent to

min{|v|2H , v ∈ H \ {0}, I(v) 6 0}.

If we assume that

|ϕ̃0|2H < lim sup
λ→0

|µ(λ)ϕ̃λ|2H = |ψ|2H (35)
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since, as it can be prove in a standard way,

lim
λ→0

∫
RN

1

|x|b
|µ(λ)ϕ̃λ|p+1dx =

∫
RN

1

|x|b
|ϕ̃0|p+1dx

we get that
I(ϕ̃0) < lim sup

λ→0
I(µ(λ)ϕ̃λ) = 0.

Thus (35) contradicts the variational characterization of ψ ∈ H. We deduce
that µ(λ)ϕ̃λ → ϕ̃0 strongly in H. In particular ϕ̃0 is a minimizer of (34) and
thus, by uniqueness, ϕ̃0 = ψ. �

3.2 Further properties of the limit problem

We define the self adjoint operator L1 : D(L1) ⊂ L2(RN) → L2(RN) by

L1 = −∆ + 1− p
1

|x|b
ψp−1

where D(L1) = {v ∈ H2(RN) : |x|−bψp−1v ∈ L2(RN)}.

Proposition 12 If v ∈ D(L1) satisfies L1v = 0 then v = 0.

In the same spirit as Theorem 2.5 in [16], we performed a reduction of the
problem by proving that the kernel of L1 contains only radial functions.

Lemma 13 If v ∈ D(L1) satisfies L1v = 0 then v ∈ H1
rad(RN).

Before proving Lemma 13, we introduce some notations and recall some
properties of spherical harmonics.

Let Hk be the space of spherical harmonics of degree k with dimHk =

ak =

(
k

N + k − 1

)
−
(

k − 2
N + k − 3

)
for k > 2, a1 = N, a0 = 1. For each k let

{Y k
1 , . . . , Y

k
ak
} be an orthonormal basis of Hk. It is known that any function

v ∈ L2(RN) can be decomposed as follows

v =
+∞∑
k=0

ak∑
i=1

vk,i(|x|)Y k
i

(
x

|x|

)

where vk,i(r) :=

∫
SN−1

v(rθ)Y k
i (θ)dθ.
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Proof Our proof follows a method due to [19] which has also been used in
[14].

Let v ∈ D(L1) be such that L1v = 0 and consider its decomposition by
spherical harmonics

∑+∞
k=0

∑ak

i=1 vk,i(|x|)Y k
i

(
x
|x|

)
. Since L1v = 0, the functions

vk,i satisfy

v′′k,i +
N − 1

r
v′k,i + ( −1 +

p

rb
ψp−1)vk,i −

µk

r2
vk,i = 0 (36)

where µk = k(k + N − 2). It is standard to show that vk,i ∈ C2(0,+∞),
limr→0 vk,i(r) and limr→0 rv

′
k,i(r) exist and are finite, and both vk,i and v′k,i

decay exponentially at infinity.
To prove the lemma it suffices to show that vk,i ≡ 0, ∀k > 1.

The function ψ(r) := ψ(|x|) satisfies

ψ′′ +
N − 1

r
ψ′ − ψ +

1

rb
ψp = 0, (37)

thus ψ ∈ C3(0,+∞) and differentiating (37) we get

ψ′′′ +
N − 1

r
ψ′′ − N − 1

r2
ψ′ − ψ′ +

p

rb
ψp−1ψ′ − b

rb+1
ψp = 0. (38)

Let 0 < a < b < +∞. Multiplying (36) by ψ′rN−1 and integrating over
(a, b) it follows that∫ b

a

vk,ir
N−1(ψ′′′+

N − 1

r
ψ′′−ψ′+ p

rb
ψp−1ψ′)−µkvk,ir

N−3ψ′dr+g(b)−g(a) = 0

where g(r) := ψ′rN−1v′k,i − ψ′′rN−1vk,i. Using (38), we get

(N − 1− µk)

∫ b

a

vk,ir
N−3ψ′dr +

∫ b

a

vk,ir
N−1 b

rb+1
ψpdr + g(b)− g(a) = 0. (39)

Because ψ′, ψ′′ decay exponentially at infinity (see the Appendix) we have
g(r) → 0 as r → +∞. Since N > 3 we also have g(r) → 0 as r → 0.

Arguing by contradiction, we suppose vk,i ≡/ 0. Then, considering −vk,i

instead of vk,i if necessary, there exist 0 6 α < β 6 +∞ such that

(i) vk,i(r) > 0 in (α, β),

(ii) vk,i(α)0 if α 6= 0 and vk,i(β) = 0 if β 6= +∞,
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(iii) v′k,i(α) > 0 if α 6= 0 and v′k,i(β) 6 0 if β 6= +∞.

It is standard to show that ψ′ < 0 (see [11]), thus we have g(α) 6 0 and
g(β) > 0. Therefore g(β)− g(α) > 0 and thanks to (39) we have

(N − 1− µk)

∫ b

a

vk,ir
N−3ψ′dr +

∫ b

a

vk,ir
N−1 b

rb+1
ψb 6 0.

However, since ψ′ < 0 and N − 1− µk 6 0, we should have

(N − 1− µk)

∫ b

a

vk,ir
N−3ψ′dr +

∫ b

a

vk,ir
N−1 b

rb+1
ψb > 0.

This contradiction proves that vk,i ≡ 0 for all k > 1. �

We are now in position to prove Proposition 12

Proof [of Proposition 12] Our proof borrows some elements from [14] and
[16]. Thanks to Lemma 13, it is enough to prove Proposition 12 for radial
functions, therefore we work in H1

rad(RN).
For δ > 0 small, we consider the following perturbation of (31)

−∆v+(1+δe−|x|
−1−|x|ψp−1)v =

(
1

|x|b
+ δe−|x|

−1−|x|
)
vp

+, v ∈ H1
rad(RN). (40)

Solutions of (40) are positive and can be obtained by minimizing the functional
Sδ under the natural constraint Iδ(v) = 0, for v ∈ H1

rad(RN) \ {0} where

Sδ(v) =
1

2
|v|2H − 1

p+ 1

∫
RN

1

|x|b
vp+1

+ dx

−δ
(

1

p+ 1

∫
RN

e−|x|
−1−|x|vp+1

+ dx− 1

2

∫
RN

e−|x|
−1−|x|ψp−1v2dx

)
,

Iδ(v) = |v|2H −
∫

RN

1

|x|b
vp+1

+ dx

−δ
(∫

RN

e−|x|
−1−|x|vp+1

+ dx−
∫

RN

e−|x|
−1−|x|ψp−1v2dx

)
.

Here both Sδ and Iδ are defined on H1
rad(RN) and it is standard to show that

they are of class C2.
We shall see in the Appendix that (40) has a unique positive radial solution

for δ > 0 small, and since ψ ∈ H satisfies (40), it is this unique solution. In
particular, ψ ∈ H solves
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minimize Sδ(v) under the constraint Iδ(v) = 0 for v ∈ H1
rad(RN) \ {0}.

We recall that the Morse index of Sδ at ψ is given by

IndexS ′′δ (ψ) = max{dim V : V ⊂ H1
rad(RN) is a subspace such that

〈S ′′δ (ψ)h, h〉 < 0 for all h ∈ V \ {0}}.

We claim that Index S ′′δ (ψ) 6 1. To see this let us show that 〈S ′′δ (ψ)v, v〉 > 0
on the subspace of co-dimension one {v ∈ H |∇Iδ(ψ)v = 0}.

Let v ∈ H1
rad(RN) be such that ∇Iδ(ψ)v = 0. Using the Implicit function

theorem, we see that there exist ε > 0 and a C2-curve φ : (−ε, ε) → H1
rad(RN)

such that
φ(0) = ψ, φ′(0) = v and Iδ(φ(t)) = 0.

Thanks to the variational characterization of ψ, 0 is a local minimum of t 7→
Sδ(φ(t)), and therefore d2

dt2
Sδ(φ(t))|t=0 > 0. But, since ∇Sδ(ψ) = 0, we have

0 6
d2

dt2
Sδ(φ(t))|t=0 = 〈S ′′δ (ψ)v, v〉 .

At this point our claim is establish. Now seeking a contradiction we assume
the existence of v0 ∈ H1

rad(RN)\{0} such that L1v0 = 0. Let V := span{v0, ψ}.
Since

〈L1ψ, ψ〉 = −(p− 1)

∫
RN

1

|x|b
ψp+1dx < 0

and 〈L1v0, v〉 = 0 for all v ∈ H1
rad(RN), we see that V is of dimension 2 and

that, for all h ∈ V , 〈L1h, h〉 6 0. Thus we have, for all h ∈ V \ {0},

〈S ′′δ (ψ)h, h〉 = 〈L1h, h〉 − δ(p− 1)

∫
RN

ψp−1h2dx < 0

which implies that Index S ′′δ (ψ) > 2. This contradiction ends the proof. �

Lemma 14 [Spectral properties] The spectrum σ(L1) of L1 contains a simple
first eigenvalue −λ1 < 0 and σ(L1)\{λ1} ⊂ (0,+∞). Thus if e1 ∈ H denote an
eigenvector associated to −λ1, such that |e1|2 = 1, then H can be decomposed
as H = E1 ⊕ E+ where E1 = span{e1}, E+ is the eigenspace corresponding to
the positive part of σ(L1) restricted to H and E1 ⊥ E+.
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Proof Since 〈L1ψ, ψ〉 < 0, the first eigenvalue −λ1 is negative, and it is stan-
dard to show that −λ1 is simple. From Weyl’s theorem, we see that the essen-
tial spectrum of L1 is in [1,+∞) and that the spectrum in (−λ1,

1
2
] contains

only a finite number of eigenvalues. Thanks to Proposition 12, the null-space
of L1 is empty. Therefore to prove the lemma it just remains to show that
λ2 > 0 if it exists.

Arguing by contradiction, we suppose that the second eigenvalue is −λ2 < 0
with an associated eigenvector e2 and |e2|2 = 1. Since L1 is selfadjoint, we have
(e1, e2)2 = 0. Let µ, ν ∈ R. We have

〈L1(µe1 + νe2), µe1 + νe2〉 = −λ1µ
2 − λ2ν

2 < 0.

In other words, L1 is negative on a subspace of dimension 2. But, arguing
as in Proposition 12, we can prove that L1 is nonnegative on the subspace
{v ∈ H |∇I(ψ)v = 0} of codimension 1, raising a contradiction. �

Lemma 15 If v ∈ H satisfies (v, ψ)2 = 0 and 〈L1v, v〉 6 0, then v ≡ 0. Here
(·, ·)2 is the standard scalar product on L2(RN).

Proof We introduce ψλ := λ
2−b

2(p−1)ψ(
√
λx). Since ψ is solution of (31), ψλ ∈ H

satisfies
−∆ψλ + λψλ −

1

|x|b
ψp

λ = 0. (41)

Differentiating (41) with respect to λ gives for λ = 1

−∆w + w − p

|x|b
ψp−1w = −ψ where w =

2− b

2(p− 1)
ψ +

1

2
x · ∇ψ. (42)

Namely L1w = −ψ.
Let v ∈ H be such that v ≡/ 0 and (v, ψ)2 = 0. To prove Lemma 15 it

suffices to show that 〈L1v, v〉 > 0.
Using the orthogonal spectral decomposition H = E1 ⊕E+ we write v and

w as
v = αe1 + ξ
w = βe1 + ζ

where ξ, ζ ∈ E+.

Therefore we have

〈L1v, v〉 = −α2λ1 + 〈L1ξ, ξ〉
〈L1w,w〉 = −β2λ1 + 〈L1ζ, ζ〉 .

(43)
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If α = 0, then ξ ≡/ 0 and 〈L1v, v〉 > 0 is satisfied. In the sequel, we suppose
α 6= 0. From the expression of w, we have

〈L1w,w〉 = −1

2

(
2− b

p− 1
− N

2

)
|ψ|22 < 0. (44)

Also from (42) and (v, ψ)2 = 0, it follows that

0 = (ψ, v)2 = 〈L1w, v〉 = −αβλ1 + 〈L1ζ, ξ〉

and therefore
〈L1ζ, ξ〉 = αβλ1. (45)

Consequently, ζ ≡/ 0 since otherwise (45) would give β = 0, which leads to
a contradiction in (44). Since L1 > 0 on E+, the inequality 〈L1ζ, ξ〉2 6
〈L1ζ, ζ〉 〈L1ξ, ξ〉 holds. Combining (42)–(44) we obtain

〈L1v, v〉 = −α2λ1 + 〈L1ξ, ξ〉 > −α2λ1 +
〈L1ξ, ζ〉2

〈L1ζ, ζ〉

= −α2λ1 +
α2β2λ2

1

β2λ1 + 〈L1w,w〉

=
−〈L1w,w〉α2λ1

〈L1ζ, ζ〉
> 0.

This ends the proof. �

Remark 16 Our proof of Lemma 15 is inspired by the work [13], which was
indicated to us by R. Fukuizumi. In Lemma 2.1 of [6] (see also Proposition 2.7
of [25]) an alternative proof of Lemma 15 is given. Another proof of Lemma
15 relying on the fact that ψ is a local minimum of S on the sphere of corre-
sponding L2-norm can also be performed [17].

3.3 Verification of the stability criterion

To prove Theorem 2 we shall use Proposition 3. Since the convergence result
holds in the rescaled variables it is convenient to express Proposition 3 in these
variables. For v ∈ H1(RN ,C), let ṽ ∈ H1(RN ,C) be defined by

v(x) = λ
2−b

2(p−1) ṽ(
√
λx).
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Then we have

〈S ′′λ(ϕλ)v, v〉 = λ1+ 2−b
p−1

−N
2

〈
S̃ ′′λ(ϕ̃λ)ṽ, ṽ

〉
,

‖∇v‖2
2 + λ‖v‖2

2 = λ1+ 2−b
p−1

−N
2 ||ṽ||22,

〈ϕλ, v〉2 = λ1+ 2−b
p−1

−N
2 〈ϕ̃λ, ṽ〉2 ,

〈iϕλ, v〉2 = λ1+ 2−b
p−1

−N
2 〈iϕ̃λ, ṽ〉2 ,

where now by S̃λ we denote the extension of S̃λ from H to H1(RN ; C). There-
fore, if there exists δ > 0 such that for any v ∈ H1(RN ,C) satisfying 〈ϕ̃λ, ṽ〉2 =
〈iϕ̃λ, ṽ〉2 = 0 we have 〈

S̃ ′′λ(ϕ̃λ)ṽ, ṽ
〉

> δ||ṽ||2, (46)

we have, for any v ∈ H1(RN ,C) satisfying 〈ϕλ, v〉2 = 〈iϕλ, v〉2 = 0,

〈S ′′λ(ϕλ)v, v〉 > δ(‖∇v‖2
2 + λ‖v‖2

2). (47)

Clearly, for v ∈ H1(RN ,C) the norm
√
‖∇v‖2

2 + λ‖v‖2
2 is equivalent to the

norm ||v|| and thus proving (46) suffices to check the assumptions of Proposi-
tion 3.

For v ∈ H1(RN ,C), let v1 = Rev and v2 = Imv. Then we have, after some
calculations, 〈

S̃ ′′λ(ϕ̃λ)v, v
〉

=
〈
L̃1,λv1, v1

〉
+
〈
L̃2,λv2, v2

〉
,

with 〈
L̃1,λv1, v1

〉
= |v1|2H − p

∫
RN

Vλ(x)ϕ̃
p−1
λ |v1|2dx

−
∫

RN

Vλ(x)λ
−1+ b

2 r′
(
λ

2−b
2(p−1) ϕ̃λ

)
|v1|2dx,〈

L̃2,λv2, v2

〉
= |v2|2H −

∫
RN

Vλ(x)ϕ̃
p−1
λ |v2|2dx

−
∫

RN

Vλ(x)λ
b
2

(
r̃(ϕ̃λ(x))

ϕ̃λ(x)

)
|v2|2dx.

In addition 〈ϕ̃λ, v〉2 = (ϕ̃λ, v1)2 et 〈iϕ̃λ, v〉2 = (ϕ̃λ, v2)2. Thus, to ends the
proof of Theorem 2 it is enough to prove the following lemma.

Lemma 17 Assume (H1)-(H7). There exists λ0 > 0 such that
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(i) there exists δ1 > 0 such that
〈
L̃1,λv, v

〉
> δ1|v|2H for all v ∈ H satisfying

(v, ϕ̃λ)2 = 0, for all λ ∈ (0, λ0];

(ii) there exists δ2 > 0 such that
〈
L̃2,λv, v

〉
> δ2|v|2H for all v ∈ H satisfying

(v, ϕ̃λ)2 = 0, for all λ ∈ (0, λ0].

Proof Seeking a contradiction for part (i), we assume that there exist (λj) ⊂
R+ with λj → 0 and (vj) ∈ H such that

lim
j→∞

〈
L̃1,λj

vj, vj

〉
6 0,

|vj|H = 1, (vj, ϕ̃λj
)2 = 0.

Since (vj) ⊂ H is bounded, there exists v∞ ∈ H such that vj ⇀ v∞ weakly in
H. Let us prove that

lim
j→∞

∫
RN

Vλj
(x)λ

−1+ b
2

j r′
(
λ

2−b
2(p−1)

j ϕ̃λj

)
|vj|2dx = 0, (48)

lim
j→∞

∫
RN

Vλj
(x)ϕ̃p−1

λj
|vj|2dx =

∫
RN

1

|x|b
ψp−1|v∞|2dx. (49)

To prove (48) let ε > 0 be arbitrary. By (H7), we have lim
s→0+

r′(s)

sp−1
= 0.

Moreover, (|ϕ̃λj
|∞) is bounded and therefore, for any λ > 0 sufficiently small,

r′
(
λ

2−b
2(p−1)

j ϕ̃λj

)
6 Cελ

1− b
2

j . Thus∣∣∣∣∫
RN

Vλj
(x)λ

−1+ b
2

j r′
(
λ

2−b
2(p−1)

j ϕ̃λj

)
|vj|2dx

∣∣∣∣ 6 εC

∣∣∣∣∫
RN

Vλj
(x)|vj|2dx

∣∣∣∣
and we conclude by Lemma 4. Clearly proving (49) is equivalent to show that,
as λ→ 0, ∫

RN

(
Vλj

(x)− 1

|x|b

)
ϕ̃p−1

λj
|vj|2dx→ 0, (50)∫

RN

1

|x|b
(
ϕ̃p−1

λj
|vj|2 − ψp−1|v∞|2

)
dx→ 0. (51)

Since (|ϕ̃λj
|∞) is bounded, Lemma 10 shows that (50) hold. Now since |x|−b →

0 as |x| → ∞ to show (51) it suffices to show that, ∀R > 0,∫
B(R)

1

|x|b
(
ϕ̃p−1

λj
|vj|2 − ψp−1|v∞|2

)
dx→ 0. (52)
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We write ∫
B(R)

1

|x|b
ϕ̃p−1

λj
|vj|2dx =

∫
B(R)

1

|x|b
(ϕ̃p−1

λj
− ψp−1)|vj|2dx

+

∫
B(R)

1

|x|b
ψp−1|vj|2dx.

Since ϕ̃λj
→ ψ in H, we have, up to a subsequence, |x|−bϕ̃p−1

λj
→ |x|−bψp−1 a.e.

and since
||x|−bϕ̃p−1

λj
| 6 C|x|−b ∈ L

N
2 (B(R)),

Lebesgue’s Theorem gives |x|−bϕ̃p−1
λj

→ |x|−bψp−1 in L
N
2 (B(R)). Also we have

|vj|2 ⇀ |v∞|2 weakly in L
N

N−2 (B(R)). At this point (52) follows easily.

Now, on one hand, from (48)-(49) we have

lim
j→∞

〈
L̃1,λj

vj, vj

〉
= 1− p

∫
RN

1

|x|b
ψp−1|v∞|2dx. (53)

On the other hand, still by (48)-(49) and the weak convergence vj ⇀ v∞ in H
we have (v∞, ψ)2 = 0 and,

〈L1v∞, v∞〉 6 lim
j→∞

〈
L̃1,λj

vj, vj

〉
6 0 (by assumption)

which implies, according to Lemma 15, that v∞ ≡ 0. But this leads to a
contradiction in (53) and finishes the proof of (i). To prove (ii), since (i) holds,
it suffices to show that, for any ε > 0,∫

RN

|Vλ(x)|λ
b
2

(
r̃(ϕ̃λ)

ϕ̃λ

)
|v|2dx 6 ε

when |v|H = 1 and λ > 0 is sufficiently small. Let ε > 0 be arbitrary. Since
(|ϕ̃λ|∞) is bounded, for λ > 0 small enough, we have from (8) that

r̃(ϕ̃λ)

ϕ̃λ

6 ελ
− b

2
j |ϕ̃λ|p−1.

Thus ∫
RN

|Vλ(x)|λ
b
2

(
r̃(ϕ̃λ)

ϕ̃λ

)
|v|2dx 6 εC

∫
RN

|Vλ(x)||v|2dx 6 εC

by Lemma 4 and we conclude. �
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4 Appendix
Here, we prove the uniqueness of the non-zero solutions of (40). For this we
use results of [26].

It is known that solutions v of (40) are in C(RN)∩C2(RN\{0}) and decay ex-
ponentially at infinity. Also setting v = v(r), r = |x|, we have limr→0 rvr(r) = 0
(where vr = ∂v

∂r
) and v satisfies the ordinary differential equation

vrr +
N − 1

r
vr + g(r)v + h(r)vp

+ = 0 (54)

where g(r) = −(1 + δe−r−1−rψ(r)p−1) and h(r) = r−b + δe−r−1−r. For m ∈
[0, N − 2] we define

G(r,m) = −rm+2δfr − α1r
m+1(1 + δf) + α2r

m−1,

H(r,m) = −
(
β +

2b

p+ 1

)
rm+1−b − 2δ

p+ 1
rm(r2 − 1)e−r−1−r − βrm+1δe−r−1−r,

where f := e−r−1−rψp−1, α1 := −2(N − 3−m), α2 := m(N − 2−m)(2N − 4−
m)/2 and β := 2N − 4−m− 2(m+ 2)/(p+ 1).

According to Theorem 2.2 of [26] to establish the uniqueness of the positive
solution of (54) it suffices to check the following conditions.

(A1) g and h are in C1((0,∞)),

(A2) r2−σg(r) → 0 and r2−σh(r) → 0 as r → 0+ for some σ > 0,

(C1) h(r) > 0 for all r ∈ (0,∞) and there exists r0 > 0 such that h(r0) > 0,

(C2) G(r,N − 2) 6 0 for all r ∈ (0,∞),

(C3) for each m ∈ [0, N−2), there exists α(m) ∈ [0,∞] such that G(r,m) > 0
for r ∈ (0, α(m)) and G(r,m) 6 0 for r ∈ (α(m),∞),

(C4) H(r, 0) 6 0 for all r ∈ (0,∞),

(C5) for eachm ∈ (0, N−2], there exists β(m) ∈ [0,∞) such thatH(r,m) > 0
for r ∈ (0, β(m)) and H(r,m) 6 0 for r ∈ (β(m),∞).

In (C3), by α(m) = 0 and α(m) = ∞ we mean that G(s,m) 6 0 and G(s,m) >
0, respectively, for all s ∈ (0,∞). The analogous convention holds for (C5).

The following lemma is useful to check (C1)-(C5). It was provided to us
by K. Tanaka [23].
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Lemma 18 Let f(r) = e−r−1−rψ(r)p−1. Then f(r), fr(r) and frr(r) are
bounded on (0,+∞) and exponentially decaying at infinity.

Proof First, we prove that there exist constants R0 > 0 and C > 0 such that

0 6 −ψr(r) 6 C2ψ(r) for all r ∈ [R0,∞). (55)

Let W (r) = 1− r−bψ(r)p−1. Then ψ(r) satisfies

−ψrr(r)−
N − 1

r
ψr(r) +W (r)ψ(r) = 0 (56)

and defining R(r) and θ(r) by

rN−1ψ(r) = R(r) sin θ(r),

rN−1ψr(r) = R(r) cos θ(r)

it follows that θ(r) verifies

θr(r) = cos2 θ(r)−W (r)sin2θ(r) +
N − 1

r
sin θ(r) cos θ(r). (57)

It is standard (see [11]) that ψr(r) < 0, ∀r ∈ (0,∞). Thus θ(r) ⊂ [π/2, π]. In
addition, since W (r) → 1 as r → ∞, the right hand side of (57) is negative
in a neighbourhood of π/2+ and positive in a neighbourhood of π−, for r > 0
sufficiently large. This shows that θ(r) stays, for r > 0 large, confined in a
interval [a, b] ⊂ (π/2, π). This implies (55). Now we have, for r > 0 large,

| ∂
∂r
ψ(r)p−1| = (p− 1)ψ(r)p−2|ψr(r)| 6 (p− 1)Cψ(r)p−1,

and we can easily deduce that fr(r) is exponentially decaying. Also, we have

∂2

∂r2
ψ(r)p−1 = (p− 1)ψ(r)p−2ψrr(r) + (p− 1)(p− 2)ψ(r)p−3ψr(r)

2.

The term (p− 1)(p− 2)ψ(r)p−3ψr(r)
2 can be treated as previously and thanks

(56) we have

ψ(r)p−2ψrr(r) = −N − 1

r
ψ(r)p−2ψr(r) +W (r)ψ(r)p−1,

which allows us to conclude that frr(r) is also exponentially decaying.
Finally, since ψ ∈ C([0,+∞)) ∩ C2((0,+∞) and limr→0 rψr(r) = 0, it is

clear that f(r) and fr(r) are bounded on (0,+∞), and using the equation for
ψ, we also see that frr(r) is bounded on (0,+∞). �
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The conditions (A1), (A2) and (C1) are clearly satisfied. For (C2), we have

G(r,N − 2) = −rN−1(δ(rfr(r) + 2f(r)) + 2).

Thanks to Lemma 18, t 7→ (rfr(r) + 2f(r)) is bounded on (0,+∞), therefore,
for δ > 0 small enough (C2) is verified. For (C3), we distinguish two cases. If
N − 3−m > 0, then α1 < 0, α2 > 0 and we have

G(r,m) = rm+1(−rδfr(r)− α1δf(r)− α1) + α2r
m−1.

Thanks to Lemma 18, −rδfr(r) − α1δf(r) − α1 > 0 for δ > 0 small enough,
and consequently G(r,m) > 0 for all r ∈ (0,∞). If N−3−m 6 0 then α1 > 0,
α2 > 0 and thus we have

∂

∂r

(
G(r,m)

rm+1

)
= −δfr(r)− rδfrr(r)− α1δfr(r)− 2α2r

−3 < 0

for δ > 0 sufficiently small. Thus (C3) also hold. Now

H(r, 0) = −
(
β +

2b

p+ 1

)
r1−b +

2δ

p+ 1
e−r−1−r − 2δ

p+ 1
r2e−r−1−r − βrδe−r−1−r.

We remark that β > 0 and that, for δ small enough,

2δ

p+ 1
e−r−1−r <

(
β +

2b

p+ 1

)
r1−b,

thus we see that (C4) holds. Let m ∈ (0, N − 2]. We have

H(r,m)

rm+1−b
= −

(
β +

2b

p+ 1

)
− δ

(
2(r − r−1)

p+ 1
+ β

)
rbe−r−1−r.

Since the function r 7→ [2(r − r−1)/(p + 1) + β]rbe−r−1−r is bounded, when
β+2b/(p+1) 6= 0 the sign of H(r,m) is constant for δ > 0 small enough. When
β + 2b/(p + 1) = 0 we see that there exists β(m) := (−b +

√
b2 + 4)/2 such

that the function r → − 2δ
p+1

(r2 + b− 1) rb−1e−r−1−r is positive on (0, β(m))

and negative on (β(m),∞). Therefore, in both cases H(r,m) satisfies (C5).
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